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About me

▶ Shibo Li, shiboli@cs.fsu.edu

▶ Probabilistic Machine Learning

▶ Assistant Professor, Department of Computer Science
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What is Machine Learning?

”A computer program is said to learn from experience E
with respect to some class of tasks T and performance
measure P, if its performance at tasks in T, as measured
by P, improves with experience E.”

– Tom M. Mitchell, Machine Learning (1997)
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Machine Learning is the driving force of AI!
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Alpha-Go

CIS 5930: Probabilistic Modeling Spring 2025 5/41



Alpha-Fold
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Large-Language Models
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Generative Models (GenAI)
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Machine Learning is EVERYWHERE!
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What is Probabilistic Learning

In a nutshell, probabilistic learning is branch of ML that
uses probabilistic (or Bayesian) principles for model

design and algorithm development.!
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What is Probabilistic Learning

Prior Distribution

p(θ)

Data Likelihood

p(D|θ)

Posterior
Distribution

p(θ|D)
Baye’s Rule:

p(θ|D) = p(θ, D)
p(D) = p(θ)p(D|θ)∫

p(θ)p(D|θ)dθ
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Why Probabilistic Learning

▶ Unified, principled mathematical framework

▶ Uncertainty reasoning
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How Important is the Uncertainty?

Figure: “Neither Autopilot nor the driver noticed the white side of the
tractor trailer against a brightly lit sky, so the brake was not applied. The
high ride height of the trailer combined with its positioning across the
road and the extremely rare circumstances of the impact caused the
Model S to pass under the trailer, with the bottom of the trailer
impacting the windshield,” said Tesla in a statement after the crash last
year.
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Challenges

▶ Modeling

Complex
Knowledge/Assumptions

Valid Prior
Distribution

▶ Calculation
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In This Course

We will cover both the classical and
state-of-the-art approaches to deal with these

challenges!
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Overview of This Course

Warning

▶ This course is math intensive and requires a certain level of
programming (with Matlab, R or Python). Python
components may require TensorFlow and/or PyTorch. The
coding workload is not heavy, but requests mathematical
derivations and careful debugging.

▶ The workload is heavy (6-10 hours per-week)

CIS 5930: Probabilistic Modeling Spring 2025 16/41



Overview of This Course

How will you learn?

▶ Attendance is Required. Take classes to follow the math,
understand the models and algorithms

▶ Derive the math details by yourself!

▶ Finish the homework assignments to deepen your
understanding

▶ Implement and debug the models and algorithms by
yourself!

▶ Using proper help is encouraged! (ChatGPT, Claude,
StackOverflow, MathStacks...). But plagiarism is
prohibited!
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Overview of This Course

This course focuses on the mathematic foundations, modeling and
algorithmic ideas in probabilistic learning

This course is not about

▶ Applying ML to specific tasks (e.g., image tagging and
autonomous driving)

▶ Using specific ML tools/libraries, e.g., scikit-learn and PyTorch

▶ How to program and debug, e.g., with Python, R or Matlab
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Overview of This Course

This course is an advanced course for students who want to study
ML in depth or quickly get to the frontier research of probabilistic
learning

This course is not about a preliminary course, e.g., entry-level
introduction of statistics. That means,

The content can be hard for some ones
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Do NOT take this course if

▶ You are struggling with linear algebra, calculus or basic
statistical concepts

▶ You are sick of mathematical symbols, derivations, proofs and
calculations

▶ You do NOT feel good in programming and debugging
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We Assume

▶ You are not scared of math, statistics, calculus and
calculations; you are happy with them!

▶ You are comfortable with abstract symbols and matrices
operations

▶ You can pick-up Matlab/Python/R quickly (even if you have
never used them before)

▶ You enjoy debugging, step in, step out, print, etc.

▶ You can quickly learn how to use TensorFlow or PyTorch or
Jax by following the documentation and searching for the
online examples
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and Most Important

▶ You have planed for enough efforts for this class (e.g., 6-10
hours per-week)

CIS 5930: Probabilistic Modeling Spring 2025 22/41



If

You feel NOT right about any of these assumptions

▶ Seriously consider whether to take this course

▶ We want you to succeed. We do not want to make you feel
tortured.
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Course Information

▶ The course website contains all the detailed information
▶ The course website is linked to my homepage

▶ My homepage: https://imshibo.com/

▶ Course Website: https://cis5930.github.io/
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Basic Review

Note: this review is neither compressive nor in depth. Due to time
limit, this review is just to point out key concepts and
computational rules as the guidance. We list the references for
you to check out details for future usage.
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Matrix/Vector Derivative
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Matrix/Vector Derivative
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Matrix/Vector Derivative
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Matrix/Vector Derivative
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Matrix/Vector Derivative
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Matrix/Vector Derivative

CIS 5930: Probabilistic Modeling Spring 2025 31/41



Matrix/Vector Derivative
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Matrix/Vector Derivative
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Matrix/Vector Derivative
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Matrix/Vector Derivative
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Matrix/Vector Derivative
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Basics Review

▶ Convex region/set in Euclidean space or more general vector
space

∀x, y ∈ S and ∀t ∈ [0, 1], (1 − t)x + ty ∈ S
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Basics Review

▶ The input domain X ⊆ Rd is a convex region/set

▶ Convex function: f : X → R

∀x1, x2 ∈ X, ∀t ∈ [0, 1] : f (tx1 + (1 − t)x2) ≤ tf (x1) + (1 − t)f (x2)
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Basics Review

▶ Examples of convex functions

Single variable
f (x) = ex

f (x) = −log(x)

Multivariable
f (x) = a⊤x + b

f (x) = 1
2x⊤x

▶ How to determine a convex function?
▶ When differentiable, ∀x, y ∈ X

f (x) ≥ f(y) + ∇f (y)⊤(x − y)

▶ When twice differentiable, if Hessian matrix is positive
semidefinite (PSD)

Hf (x) = ∇∇f (x) ⪰ 0, ∀x ∈ Rd

PSD: All eigenvalues of the Hessian are non-negative
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Basics Review

▶ Jensen’s inequality (for convex functions), if X is a random
variable: X ∼ p(X )

f (E[X ])) ≤ E[f (X )]
f (E[g(X )]) ≤ E[f (g(X ))]

▶ Relates the value of a convex function of an integral to the
integral of the convex function
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Basics Review
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